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Abstract

The ability to locate information in a complex
information space requires specialized tools to
support  searching and browsing behavior.
Inherent 1n browsing 1s the ability to navigate
through informational items, while retaining a sense
of orientation. A tripartite theory of spatial
information 1s presented based on cognitive studies
of navigation 1n physical spaces. The analysis
presented leads to additional 1nsights for information
designers. In particular, 1t 1s shown how the
inclusion of structural components, such as
neighborhoods and landmarks, can improve the
navigability of electronic spaces.
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1 Introduction

As 1nformation becomes increasingly available
In electronic form, the need to navigate through an
information space in an efficient manner becomes
increasingly 1mportant. Examples of electronic
environments include the World Wide Web, on-line
help systems, information retrieval and information
visualization systems, among others. Navigation in
these electronic environments 1S a particularly
ditficult problem given the multiplicity of
navigational strategies, the varied goals of users, and
the combinatoric problems associated with
unrestricted topologies of networks [10].  In this
paper, the role of navigation in searching, locating,
and finding information in electronic environments
1s reviewed.

Navigation itself is a multi-faceted process [5,
10]. The goal of navigation can be specified in
simple terms (e.g., getting from one place to another
without getting lost), economic terms (e.g.,
modifying the cost structure of access to objects in
the environment), aesthetic terms (e.g,, safe and
graceful movement through an environment), or
computational terms (e.g., providing a mechanism
for route verification and correction, in the case of
errors). The process of navigation could be viewed
as series of small steps or choices, which provide for
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the opportunity of new discoveries. While
orientation 1s often not included 1n models of
electronic navigation, Wittenburg, [24] has recently
suggested a vector based model akin to that used by
the Polynesian navigators sailing between islands.
Finally, navigation often includes a social
component [1] which entails information exchange
between individuals or cooperative problem solving.

One approach to the problem of electronic
navigation, which we have found to be beneficial, 1s
to compare navigation in the physical world with
navigation in electronic worlds, with a focus on the
underlying cognitive structures and the implicit
metaphors that are adopted by the navigators of the
space [11]. Kim and Hirtle [11] have argued that
some of the difficulty 1n traversing virtual spaces,
such as the World Wide Web, is due to the lack of
identitiable neighborhoods and notable landmarks.
Appropriate formal analyses can also lead to the
development of intelligent views of a space, such as
modified fisheye views and other "you-are-here”
pointers for electronic worlds. In the next two
sections, we review principles from the cognitive
side of the coin, then 1n section 4 suggest methods
for incorporating these principles into the design of
navigational tools.

2 A View from the Real World

Research on cognitive mapping has examined
the ability of individuals to acquire and use spatial
information. The acquisition of spatial knowledge
has been shown to be based on the use of organizing
principles, such as the use of hierarchies, reterence
points, rotational and alignment heuristics and other
related principles. These organizing principles, in
turn, result in what Barbara Tversky [23] has coined
a "cognitive collage” of multimedia, partial
information. Inherent within this collage 1s the
ability to extract slices of information sources, such
as visual cues, route information or linguistic labels.
The collage necessarily operates at multiple levels,
allowing one, for example, to discuss and plan a
route, using highway systems or one's back alley
with equal ease. In our own lab, we have shown
that the need to structure space 1S so strong that
subjects will impose hierarchies on an otherwise
homogeneous distribution, which results in biases

judgment of distance and orientation [15].



2.1 A Theory of Spatial Information

Given this background, a theory of spatial
information must then include at least three levels:
(1) a theory of the cognitive representation of space;
(2) a theory of the use of spatial metaphors 1n the
interface between user and computer; and (3) a
theory of the storage of spatial data. The claim 1s
made here and elsewhere (e.g., [16]), that spatial
information will be useful to the extent that 1t 1s
mirrors the internal representation (level 1) and that
implied metaphor of the interface must match the
adopted metaphor of the user (level 2).

The success of implementing or using spatial
concepts will depend 1n part on the user's ability to
understand or comprehend spatial knowledge.
Theretore, the first step 1s consider how spatial
information 1s processed and stored by individuals,
not by the spatial information system. Likewise,
users of 1nformation system typically adopt a
physical metaphor for understanding and
interpreting the command systems [13, 18].
Appropriate metaphors can lead to improved system
usability, whereas 1nappropriate metaphors can lead
to decrement 1n performance and user errors. The
need for the formalization of metaphors for spatial
reasoning, as proposed by Kuhn and Frank [12], 1s
necessary for second level of the a spatial
information theory.

3 Hypertext Navigation

As an example of how the three levels described
above 1nteract with another and the resulting
empirical investigations that are necessary to build a
complete a theory of spatial information, we
consider the role of spatial cognition for the
exploration of hyperspace. Several authors have
noted that in many systems there i1s a problem of
getting lost (see [11] for a review). This "lost-in-
hyperspace” phenomenon occurs for several reasons.
First, real space has real constraints, whereas
hyperspace does not. Nodes might join 1n a strict
linear order, a tree, a network, a cycle or any number
of other topologies. Some topologies are indicative
of a book, others of a museum, and others of an
unorganized wilderness. You-are-here maps are
either absent or uninformative when present.

The World Wide Web (WWW) provides a
particularly interesting virtual environment, given
the immense size, inherent complexity, and dynamic
nature of the Web. The ability to find information
in the WWW 1s dependent on a variety of inter-
related factors, including the navigability of the
space, the transparency of the information, and the
expertise of the user. Tools must support both
browsing and searching activities and these should
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be complementary. Fixed classification schemes
were developed for storage, rather than browsing,
and should be not be viewed as the solution to the
complex problem of finding useful information.

3.1 Graph theoretic approach

Navigability of the graph has been formalized by
Furnas [3] among others. Furnas defines an
Efficiently View Traversable (EVT) graph to a
graph 1n which the number of outgoing links is smal
compared with the size of the graph and distance
between pairs of nodes 1s small compared to the size
of the structure. By example, he shows that
modification of linear graph into a tree or into a fish-
eye view will result in a increase in the traversability
of the graph. Here a fish-eye view is taken to mean
links from a site to other major headings within
nearby neighborhoods are available from a site.
Strogatz and Watts [22] have also shown that adding
only a few shortcuts dramatically decreases the
distances 1n a network, but that providing additional
shortcuts will not improve the efficiency of traversal
further.

Furnas [3] argues that traversability 1s not
enough to make 1t navigable as the navigability
depends on the ability to follow a cues. In
particular, a space 1s view navigable (VN) if every
node has good residue at every other node and the
amount of out-link information 1s small. Residue i1s
reflected in the semantic content of link labels.
Thus, a dictionary has good residue, since in moving
from one entry to another, it 1s unambiguous
whether to scan torwards or backwards in the entries.
Together, these two 1deas, EVT and VN are needed
for what Furnas [3] calls Effective View
Navigability (EVN). That is, a space must have an
efficient structure and appropriate labels to lead a
user to find the information that 1s needed.

3.2 Cognitive map approach

A second approach to the problem of electronic
navigation 1s to turn to the heuristics that people use
to navigate physical space. There are different
types of spatial knowledge, such as route and survey
knowledge. In simple spaces, individuals begin to
acquire survey knowledge upon the first exposure to
the space, whereas 1n complex spaces, such as
hospitals, survey knowledge 1s rarely acquired even
after years of experience.

Furthermore, aspects of the representation can be
generalized to the characteristics of the physical
space. For example, architects and urban planners
have learned that undifferentiated spaces are harder
to learn than rich environments. Even an idea as
simple as using different colors on different levels of
a parking garage will increase the likelihood of



recalling where your car was parked upon return.
Thus, aids 1n helping the user structure space and
differentiate neighborhoods should lead to tfewer
errors and greater satisfaction with hypertext
systems | 11].

A second solution is to consider the second level
of analysis and examine the metaphor that users
adopt 1n hyperspace [6, 11]. Here the tocus 1s on
the relationship between the virtual space and the
users' understanding of the virtual space. A critical
observation 1s that the virtual space need not have a
physical correlate to be easily traversed, and the
inclusion of a physical correlate does not guarantee
avoiding disorientation. For example, understanding
the mapping of a video game that assigns the top
row to the bottom row, and the left edge to the right
edge 1s easily understood and visualized, even 1f it 1s
physically impossible 1n real-space. Likewise, as
people may find themselves lost in a museum of
interconnected rooms, the corresponding hyperworld
would be equally disorienting [2], even though such
a space obviously exists in the real world. Instead,
disorientation 1s often the result of either adopting

the incorrect metaphor or the lack of an appropriate
metaphor.

On-line aids, such as history trees, maps, and
fish-eye views, can assist the wuser both 1n
developing an appropriate metaphor and locating
one's self in the virtual space. Pointers with some
degree of redundancy will tend to more useful.
However, the exact methods which prove to be of
the most use 1n a given situation will depend on the
structure of the virtual space and the preterences ot
the user. Rarely do most information systems build
on both of these factors.

In our own lab, we have most recently begun to
explore these hypotheses in hypertext navigation, by
examining the role of imposing structural cues 1n the
virtual space. Such studies highlight the benefits
and problems in generalizing about navigational
behaviors between real space and virtual space.

4 Cognitive principles for electronic
environments

To test whether the ability to navigate in space 1n
dependent upon cognitive structures, we have to
examine 1n depth two structural characteristics of the
environment: landmarks and regions. Since the
writings of Lynch [14], landmarks and regions have
been 1dentified as critical components for organizing
space. The problem of how to transfer these
concepts to electronic worlds 1s the focus of the two
studies.

4.1 Landmarks

Fbo

The ability to navigate in an environment 1S
dependent upon one's ability to form a spatial
representation of that environment, and landmarks
play a key role in the creation of such a cognitive
map. A landmark 1s an object or location external
to the observer which serves to define the location of
other objects (or locations). Heth et al. [7] describe
two ways landmarks are fundamental to navigation.
First, landmarks are the memorable cues which are
selected along a path, particularly in learning and
recalling turning points along the path. Second,
landmarks enable one to encode spatial relations
between objects and paths, enabling the
development of a cognitive map of a region. This
distinction can also be described as landmark-goal
relationships, where landmarks are cues along a path
to a goal, and landmark-landmark relationships,
which provide a global understanding of the
environment [20].  Sorrows and Hirtle [21] argued
that landmarks are important for navigation in both
real and electronic environments.

Navigation can be considered 1n both open
terrain and networked environments, and these
environments may be either physical or electronic
spaces. The term 'networked environment' refers to
an area where movement 1s restricted to particular
paths, such as cars driving on developed roads or a
person following links in a hypertext environment.
Open terrain environments are not restricted to
movement along predefined paths, for example
orienteering, open terrain robot navigation, Or
visualization interfaces for document spaces. In
each of these environments, the purpose of
navigation could be any of a variety of tasks or goals,
such as directed at arriving a known goal, searching
for a possible but uncertain goal, or
meandering/browsing in the environment. This
leads to the question of what tasks and in what
environments landmarks are either beneficial or
necessary and what types of landmarks work best 1n
different environments.

In the World Wide Web, Mukherjea and Hara
[17] define a landmark as a node which 1s important
to the wuser because i1t helps to provide an
understanding of both the organization and the
content of that part of the information space. Glenn
and Chignell [4] describe landmarks as part of a
symbol system which is both visual and cognitive,
and in which the visual and cognitive functions are
intricately  tied. Although these and other
definitions of landmarks 1n the WWW seem
compatible, a key problem exists in how to
determine specifically what nodes are landmark
nodes. Algorithms have been proposed which use
the connectivity of a node, the frequency of use of a
node, and the depth of the node 1n the local WWW
directory structure.  Sorrows and Hirtle [21] have
extended the typologies of landmarks to 1nclude



three distinct categories: visual, structural and
semantic. The categories are shown to apply to
both real and virtual environments.

4.2 Neighborhoods

In many ways, neighborhoods form the dual of
landmarks. ~ Whereas landmarks represent a
important beacons and/or decision points, regions
suggest common constraints, such as, navigation
tools, home pages, and 1ndices i1n the case of
electronic worlds.

- In our lab, we have begun to explore the nature
of electronic neighborhoods. Hirtle, Sorrows and Cai
9] contrasted navigation through a hypertext space,
with and without implicit neighborhoods defined, to
show that the inclusion of neighborhoods increased
the navigability of the space. In this study,
neighborhoods were induce by coloring the
background of a set of pages to be consistent with
the content and structure of the pages in an academic
department. For example, faculty pages might be
blue and course information might be vyellow.
Search times were compared with sets of pages
where the background was either monotone or
colored randomly.  Consistent with a theory of
spatial information, the spaces where neighborhoods
were 1ndicated by color were easier to search.

S Summary

The ability to locate information in a complex
information space requires specialized tools to
support searching and browsing behavior. Inherent
In browsing 1s the ability to navigate through
informational 1tems, while retaining a sense of
orientation. Furthermore, the electronic navigation
can be 1mproved through the induction of
neighborhoods and the i1nclusion of landmarks
within electronic spaces.  Additional research is
needed to examine the interaction of electronic
structural components with navigational tools.
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